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a b s t r a c t

A systematic assessment, based on an extensive literature review, of the impact of gaps and uncertainties
on the results of quantitative risk assessments (QRAs) for CO2 pipelines is presented. Sources of uncertain-
ties that have been assessed are: failure rates, pipeline pressure, temperature, section length, diameter,
orifice size, type and direction of release, meteorological conditions, jet diameter, vapour mass fraction
in the release and the dose–effect relationship for CO2. A sensitivity analysis with these parameters is
performed using release, dispersion and impact models. The results show that the knowledge gaps and
eywords:
uantitative risk assessment
arbon capture and storage
arbon dioxide pipelines
O2 transport
ncertainty analysis

uncertainties have a large effect on the accuracy of the assessed risks of CO2 pipelines. In this study it
is found that the individual risk contour can vary between 0 and 204 m from the pipeline depending on
assumptions made. In existing studies this range is found to be between <1 m and 7.2 km. Mitigating
the relevant risks is part of current practice, making them controllable. It is concluded that QRA for CO2

pipelines can be improved by validation of release and dispersion models for high-pressure CO2 releases,
definition and adoption of a universal dose–effect relationship and development of a good practice guide

for QRAs for CO2 pipelines.

© 2009 Elsevier B.V. All rights reserved.
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. Introduction

Carbon dioxide capture and storage (CCS) is a technological
ption being developed to mitigate CO2 emissions from point
ources. CCS is comprised of the transport of CO2 from source to
ink. This transport can involve one or a combination of trans-
ort media (truck, train, ship or pipeline). Transport by pipeline

s considered as the preferred option, especially for large quanti-
ies of CO2 over distances of up to 1000 km [1]. There is already
significant amount of experience with transporting large quan-

ities of CO2 by pipelines under high pressure, particularly in
he United States of America (USA) where over 6000 km of CO2
ipelines are being operated primarily for Enhanced Oil Recov-
ry (EOR) projects [2,3]. However, the existing CO2 infrastructure
orldwide is very modest compared to the existing hydrocarbon

nfrastructure.
It should be noted that the experience gained with transporting

O2 on a large scale in the USA may not directly be applicable to
ther regions or situations. For instance, most CO2 pipelines in the
SA are situated in remote areas with low population densities.
his influences the external safety and precaution measures taken.
he deployment of CCS in other regions, e.g. Northwest Europe,
ill imply that a large network of CO2 pipelines is needed which
ill be located in densely populated areas. The special report of the

PCC on CCS has identified the lack of experience with safety issues
urrounding the operation of CO2 pipelines in densely populated
reas as a gap in knowledge [1].

Managing external safety comprises the assessment of risks
ffecting local residents due to the operation of CO2 pipelines.
ssessing these risks can be done quantitatively by estimating the
robability and impact of the failure of CO2 pipelines. Important
onsiderations are the specific properties such as toxicity, corro-
iveness and thermo-physical properties. Several quantitative risk
ssessments (QRAs) for CO2 pipelines have already been performed
4–14]. A review of these risk assessments allows the identification
f uncertainties in risk assessments. This kind of information is at
resent lacking. Direct comparison of risk assessments is difficult or
ven impossible as methodologies and other input parameters vary

onsiderably between studies. As a result, the risk of a pipeline fail-
re is assessed with a very large bandwidth. For example, in studies
he calculated distance from the pipeline at which the CO2 concen-
ration exceeds the adopted exposure threshold ranges from <1 m
5] up to 7.2 km [9].
This variation leads to opposing views and controversies
around the risks of CO2 transport. On the one hand, it is sug-
gested that risks of CO2 transport are known and that CO2
pipelines do not pose a higher risk than is already tolerated
for transporting hydrocarbons or other dangerous substances
[6,8]. Other authors also suggest that risks associated with CO2
transport are well understood [15,16]. On the other hand, it is
suggested that there is no significant experience with design-
ing CO2 pipelines and that CO2 pipelines near population areas
may pose a higher risk than pipelines transporting hydrocarbons
[17].

From this preliminary review it can be concluded that there is
no consensus on the risks of transporting CO2 by pipeline. Fur-
thermore, a systematic overview of the impact of methodological
choices and selection of input parameters on the results of QRAs
for CO2 pipelines is currently lacking. These two findings form the
rationale for this study.

The goal of the study is three-fold: first, to identify (addi-
tional) knowledge gaps and uncertainties in QRAs concerning CO2
pipelines. Second, to assess to what extent those gaps and uncer-
tainties affect the outcome of a QRA for CO2 pipelines and third,
to identify the most critical gaps so that recommendations can be
made on R&D priorities to improve QRAs for CO2 pipelines in the
short and medium term.

2. Methodology

In this study, a systematic evaluation of the impact of method-
ological choices and uncertainties in input parameters on the
results of QRAs is presented. This is done by performing a sensitivity
analysis for a QRA for a hypothetical pipeline using release, disper-
sion and impact models in conjunction with a literature review of
existing QRAs.

Risk can be defined as the product of the probability and effect
of an accidental adverse event. Performing a QRA for CO2 pipelines
first involves the determination of failure scenarios. These fail-
ure scenarios have a certain probability attributed to them based
on expert judgment or heuristics: in this case experiences with

pipeline operations and failures. To estimate the effect, or impact,
of a failure scenario, dedicated models are used to calculate the
release and dispersion of escaping CO2. The exposure of local res-
idents to CO2 is then modelled by estimating the concentration
of CO2 at a certain location after an elapse of time. With a pro-
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ig. 1. Overview of important steps to be concluded in a quantitative risk assess-
ent. Per step the methodological choices and input parameters evaluated in this

tudy are shown.

it function1 the relationship between exposure to CO2 and the
ffect on human mortality rates can be integrated into the cal-
ulations. This information allows individual risk contours2 to be
rawn. When the population density surrounding the CO2 pipeline

s known the societal risk can also be determined.
In the section below, existing QRAs for CO2 pipelines are

eviewed and major assumptions in distinctive steps of a QRA for
O2 pipelines are discussed. These steps are, consecutively, the for-
ulation of the failure scenarios and their probabilities, modelling

he release and dispersion of the CO2 and determination of the
mpact on human mortality.

In this review we present a selection of parameter values and
ethodological choices made and their impacts on the results of the
RA (see Fig. 1). For every parameter and methodological choice a
efault value is assumed. When the value of a parameter is varied
o estimate the sensitivity of its outcome, all other parameters are
et at their default value.

Our assessment is done using two commercially available
oftware packages developed by TNO: EFFECTS and RISKCURVES
19–21]. A detailed description of the models and the software can
e found elsewhere [19].
.1. Failure scenarios and their probability

Two types of failure scenarios are considered in general when
erforming a QRA for pipelines, namely a puncture and a full bore

1 The probit function has the form: Pr = a + b × ln(Cnt). Pr is a representation of the
esponse fraction, e.g. percentage of people fataly injured. In this equation a, b and n
re substance specific constants describing the lethality related to a dose of a toxic
ubstance, explosion or heat, C is the concentration (in kg/m3) and t is the exposure
ime (in s) [18].

2 An individual risk contour depicts the probability per year on a topographical
ap that an unprotected ever-present person dies at a certain distance from the

ipeline due to the release of the CO2. Important contours in the Netherlands are
he 1 × 10−6 and 1 × 10−8 contours that reflect, respectively, the safety distance and
he assessment distance.
us Materials 177 (2010) 12–27

rupture [18,22]. In this study we follow this approach. A failure is
caused predominantly by third party interference, corrosion, con-
struction or material defects (e.g. welds), ground movement or
operator errors [6,23]. In the Netherlands, standard failure rates
apply depending on whether the pipeline meets the requirements
of the pipeline code (NEN 3650) or whether it is situated in a
reserved lane for pipelines [18]. Within these standards the dis-
tribution of failure between a full bore rupture and puncture is
set to be 0.25:0.75. Other studies use a 50:50 distribution, see [14]
or they use a distributed failure profile accounting for a relation-
ship between hole size, pipeline diameter and failure frequency,
see [8].

Overall, cumulative failure rates assumed in studies on the risks
of CO2 pipelines ranges from 0.7 to 6.1 per 10,000 km per year
(see also Table 1). The fact that failure rates assumed are often
based on natural gas pipelines or pipelines in general is a short-
coming. Natural gas pipeline failure rates may not be valid for CO2
pipelines due to its properties during transport. In addition, failure
rates for CO2 pipelines based on historical accidents cannot be com-
pared straightforwardly with those of natural gas pipelines given
the limited cumulative experience with CO2 pipelines.

Typical properties of CO2 transport that may justify using differ-
ent, i.e. higher, failure rates for CO2 pipelines are the acidity of the
CO2 when dissolved in water and the presence of impurities in the
CO2 stream. Both may lead to corrosion. At least 3 of the 36 incidents
between 1994 and 2007 concerning CO2 pipelines in the USA were
caused by corrosion [26]. Minimising water content in the CO2 flow
is therefore important. Experience with pipelines suggests that cor-
rosion rates are very low if the free water content is sufficiently low
[26]. Next to free water content other impurities such as SOx, NOx,
O2 and H2S may increase corrosion rates which may lead to higher
failure frequencies if not addressed properly [23,26,27]. The effect
of impurities in the transported CO2 on the outcome of the QRA is
not taken into account in our study, see Section 4.

In this study three variants are investigated to evaluate the effect
of assuming various cumulative failure rates (see Table 2). The effect
of these variants on the risk profile of CO2 pipelines is presented in
Section 3.3.1.

2.2. Release

A critical step is the defining of the physical phenomena that
take place during the accidental release from a pipeline. These phe-
nomena comprise the dimensions and aspects of the source (area,
height, direction), amount, velocity and duration of release, and the
thermodynamic state of the substance [18].

The release is substance-specific as thermo-physical properties
vary. These properties determine, for instance, the thermodynamic
state (pressure, volume, temperature) during the release. In this
study the thermo-physical data for CO2 is taken from [28]. For
the solid phase properties we use data from [29]. The release of
CO2 following a puncture or rupture is physically different and is
consequently modelled differently.

The release following a full bore rupture is calculated using a
model for non-stationary two-phase outflow from a large pipeline
in the cases where CO2 is transported in the liquid phase [30]. This
model was originally developed to account for two-phase outflow
from an LPG (liquefied petroleum gas) pipeline but could, according
to [19], be generalized for other substances by using appropriate
physical properties. The model is expected to result in conservative
estimates according to [19]. Its validity for CO2 releases is, however,

unknown.

In cases where the CO2 is transported in the gas phase, a model
for a non-stationary outflow from a gas pipeline is used. The out-
flow model is coupled with a spray-release model and a dense gas
dispersion model based on the SLAB model [21]. The spray-release
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Table 1
Failure frequencies used for CO2 pipelines.

Cumulative failure rate (sum of all
failure scenarios)
(×10−4 km−1 year−1)

Failure scenarios and distribution between
rupture and puncture

Source Comments

6.1 Rupture: 25%
Puncture (20 mm): 75%

[11,12,18] Underground pipeline meeting the
requirements of Dutch pipeline code NEN
3650.

0.7 Rupture: 10%
Puncture (20 mm): 90%

[18] Underground pipeline situated in a
reserved lane.

20 Rupture: 25%
Puncture (20 mm): 75%

[18] Remaining underground pipeline in the
Netherlands (non NEN 3650 or pipelines
situated in reserved lane).

2.1 (42 in.); 2.5 (36 in.); 3.1 (24 in.) Rupture: 10%; large puncture (100 mm):
10%; small puncture (25 mm): 30%;
pinhole (5 mm): 50%

[6,8] Based on data adapted from EGIGa.

3.4 Full bore rupture: (25%); large puncture
(100 mm): 6%; medium puncture (30 mm):
8%; small puncture (7 mm): 41%

[9] –

1.55 Rupture: 50%
Puncture: 50%

[14,24] Failure rates used for Souris CO2 pipeline
supplying Weyburn oil field.

1.8 Rupture: 33%
Puncture (80 mm × 30 mm): 67%

[5,25] Based on data from OPSb (1994–2006).

3.2 – [23] Failure rates based on data from OPSb

(1990–2001) assuming 2800 km of CO2

pipelines.

4.1 – Own calculations Failure rates based on data from OPSb

(1994–2007) assuming 6300 km of CO2

pipelines.
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models is that they have not been specifically developed for CO2.
Moreover, they have been developed for the gas/liquid phase only
a European Gas Pipeline Incident Data Group.
b Office of Pipeline Safety [25].

odel models the jet properties and possible fallout of solid CO2
fter the expansion of the pressurized content. The SLAB model dis-
inguishes between horizontal jet, vertical jet and instantaneous
eleases. Sublimation of possible fallout CO2 is modelled with an
vaporating pool model for gases denser than air.

The puncture failure scenario is modelled using the TPDIS3

odel [31] to estimate the two-phase discharge from the pipeline.
urther, the linkage of subsequent models (spray-release and dense
as dispersion models) is done in a similar way to that of the full
upture failure scenario.

Important outcomes of the release model(s) are fed into the
inked dispersion model. These outcomes are the release rate (kg/s),
uration of release, exit temperature, vapour mass fraction and
iameter of the ‘jet’. The effect of varying assumptions for the inputs
or the release models on the maximum and representative release
ate4 and the vapour mass fraction of the release is assessed and
resented in Section 3.1. Selected release model inputs are pre-
ented in Table 3.

.3. Dispersion
Typically, a dispersing heavy gas will form a cloud that moves
lose to the ground, its progress being influenced heavily by local
opography and obstructions. The dispersion of a heavy gas is dif-
erent from gases that are lighter than air, e.g. natural gas. According

3 TPDIS is an acronym for Two-Phase DIScharge of liquefied gases through a pipe.
4 Time varying source terms from release are approximated by one ‘constant’ rep-

esentative outflow to make the linkage of outflow and dispersion models possible.
his approximation is done by dividing the total mass released into five segments.
ach segment has its own duration. The average release rate is then calculated
or the second segment, the segment in which the second 20% of the total mass
s released. This average release rate is considered the representative flow [18]. A
imilar approach is adopted in [9].
to Britter [33] and CPR [19] the following reasons can be identified
for the difference:

• The substance is typically stored in a liquid phase which repre-
sents a very large volume of gas.

• The release is usually transient and can be a mixture of phases.
• The formation of the gas cloud typically involves phase changes.
• Heat and mass transfer with underlying surface are likely to occur.
• The substance encounters gravity-induced spreading.
• The density variations may reduce vertical mixing by stratifica-

tion of the dispersing cloud.

These characteristics certainly apply to the dispersion of CO2 as the
substance is likely to be transported in a liquid phase. As a con-
sequence, during release, phase transitions are expected to occur
which may result in the transfer of heat and mass with the surface,
e.g. in the case of dry ice fallout.

The limitation of the dense gas dispersion model and the release
and are therefore not equipped to address the solid phase appro-
priately [19,34].

Table 2
Cumulative failure rates and distribution among ruptures and punctures as assumed
in this study for the selected variants. Values highlighted in bold represent the
default value.

Parameter Variants

Cumulative failure rates
(incidents km−1 year−1)

6.1 × 10−4 0.7 × 10−4 1.55 × 10−4

Distribution between type
of failure
(rupture:puncture)

0.25:0.75 0.25:0.75 0.50:0.50



16 J. Koornneef et al. / Journal of Hazardous Materials 177 (2010) 12–27

Table 3
Selected values of the parameters to estimate the influence of each parameter individually on the release of CO2 from a failing pipeline. Values highlighted in bold represent
the default value.

Parameter Variants
1 2 3 4 5

Pipeline internal diameter (mm) (in.) 102 (4) 203 (8) 406 (16) 610 (24) 914 (36)
Initial operating pressure (bar) 40a 80 110 150 200
Initial operating temperature (◦C) 9 13 17 21 25
Length of isolable section (km) 2 5 10 20 50
Hole size (mm) 5 20 50 200 Full bore rupture

a For the 40 bar variant a different configuration of sub-models is used: the model ‘Non-stationary gas release from a long pipeline’ replaces the Morrow model. See [32]
for more details about the model.

Table 4
Parameters and their values selected to estimate their influence on the dispersion of released CO2 from a failing pipeline. Values highlighted in bold represent the default
value.

Parameter Variants

1 2 3 4 5 6

Vapour mass fraction in releasea (% mass vapour) 10 20 40 60 80 100
Jet diameter (m) 0.4 0.63 0.8 1.2 1.6 2
Meteorological conditions (Pasquill stability classesb/wind speed in m/s) B/5 D/2 D/5 D/9 E/5 F/2

Parameter Variants

1 2 3

Type and direction of release Jet release (horizontal and vertical) Instantaneous release Sublimating bankc (10% fallout and 20% fallout)

nstabl
g ther

a
c
v
d
i
p
d

2

t
o
i
f
i
m
c
t
t
a
t
p
a
o
t
v
t
a
p
s

4
1

a The default value for the vapour mass fraction is 70%.
b Pasquill atmospheric stability classes: A, very unstable; B, unstable; C, lightly u
c The sublimating dry ice bank is based upon an evaporating pool model includin

Important factors that affect the dispersion of CO2 that are
ssessed and discussed in detail in this study are the formation of a
rater, weather conditions (atmospheric stability and wind speed),
apour mass fraction or quality, source dimensions, and the type,
irection and momentum of the release. The source dimensions are

n this case represented by the diameter of the expanded jet. The
arameters presented in Table 4 are assessed with the use of the
ense gas dispersion model.

.3.1. Crater formation
If a high-pressure pipeline fails resulting in a large leak or rup-

ure the pressure will drop rapidly, releasing a significant amount
f stored energy into its surroundings. In cases where the pipeline
s buried, the soil lying above will be ejected into the air causing the
ormation of a crater5 [22,36]. The shape and size of such a crater
s expected to have an influence on the behaviour of the released

atter, i.e. the momentum and direction of the released CO2 and
onsequently further dispersion. According to Bartenev et al. [37]
he energy potential per unit length of the pipeline, which is a func-
ion of the diameter and pressure, is an important factor in pipeline
ccidents and a decisive factor when determining crater forma-
ion. The depth of the pipeline and type of soil are also important
arameters that determine the size of the crater together with the
ngles of the crater wall, see e.g. [36]. These determine the direction
f the outflow from the crater and may also influence the momen-
um of the released CO2 as the jet impinges on the soil and loses

elocity and mass. The modelling of an impinged jet (75% reduc-
ion of velocity) is adopted in the approach followed by Turner et
l. [8] to model horizontal releases. This may in turn influence the
ossible formation of a dry ice bank and with it the overall disper-
ion process [38]. Molag and Raben [12] assumed a crater of 20 m

5 An example is the failure of a 30 in. (762 mm) natural gas pipeline operated at
7 bar in New Mexico (USA). This rupture led to the formation of a crater of about
5 m × 35 m (width × length). This pipeline had a soil coverage of about 1.5 m [35].
e; D, neutral; E, stable; F, very stable.
modynamic properties of CO2 in the solid phase.

in length by 10 m6 wide after the failure of a 16.5 bar CO2 pipeline.
No model was used, however, to estimate these dimensions.

In this study no crater formation is assumed as no detailed crater
model appears to exist for CO2 pipelines. The possible implications
of this omission are discussed in Section 4.

2.3.2. Vapour mass fraction and jet diameter
Phase transition is an important phenomenon during release

and has consequences on the dispersion of CO2. Phase transition
occurs when a pressurized liquidized gas such as CO2 which is
likely to be transported through pipelines suddenly encounters a
pressure drop. If the pressure in the pipeline drops, the CO2 will
expand adiabatically which results in a cooling of the pipeline con-
tent. When the pressure reaches the saturation line (see Fig. 2), a
transition front into a two-phase flow of gas and liquid CO2 occurs
as a consequence of the evaporation of part of the CO2 (flashing).
Flashing ultimately results in the formation of solid CO2, or ‘dry ice’,
and CO2 in a gaseous state. The dry ice has a higher density than its
surroundings and may fall out onto the ground. Recently conducted
CO2 release and dispersion tests indicate that solid CO2 sublimes
rapidly resulting in no fallout onto the ground [39]. Another test
involving the high-pressure (>9.2 MPa) release of CO2 rich gas from
a well resulted in the formation and precipitation of water ice and
dry ice [40].

Some uncertainties in flash calculations are highlighted by Calay
and Holdo [41] who concluded that the conditions of the flashing
jets as a result of the release of liquefied gases are important for the
further calculating of the dispersion.
In [5], a sensitivity analysis was performed to study the effect
of the vapour mass fraction on the release of the dispersion of
the CO2. The results suggested that a decrease in the vapour mass
fraction from 100% to 50% and 1% will lead to significantly higher

6 These dimensions were based on the assumption of the rupture of one pipeline
section between two welds (10 m) and a crater formation on each side of the pipeline
of 5 meter (2 × 5 m = 10 m).
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Fig. 2. Temperature–press

istances to predefined CO2 concentration levels between 15,000
nd 70,000 ppm.

Gebbeken and Eggers [42] found that the pressure at which
ashing first occurs depends mainly on the initial conditions7

ithin the vessel containing the CO2. Also, as the expansion of the
O2 is assumed to be adiabatic, the vapour mass and dry ice fraction
epend on initial conditions, i.e. enthalpy.

In this study the flashed fraction,8 or vapour mass fraction, is
alculated assuming the conservation of enthalpy, momentum and
ass [19,43]. Further, it is assumed that CO2 will expand adiabat-

cally to atmospheric pressure. As a consequence, the temperature
f CO2 after expansion will drop9 until the sublimation point of CO2
−78.5 ◦C) (see Fig. 2).

Connolly and Cusco [44] suggest that in general the expansion
f CO2 can be considered isenthalpic,10 though part of the expan-
ion process can be isentropic11 and thus accurately predicting the
hermodynamic states during the expansion brings forth difficul-
ies. This in turn affects the temperature and density, diameter and
elocity of the dispersing CO2 cloud.

The diameter of the jet is another important input for the dis-

ersion model and is one of the parameters varied (see Table 4).

t should be noted however that, to maintain the mass balance,
ncreasing the diameter of the jet manually in the model decreases
he exit velocity after flashing. The density of the expanded jet is

7 Lower initial temperature leads to a lower pressure at which flashing starts to
ccur. Flashing also starts earlier compared to higher initial temperatures. A lower
nitial pressure leads to higher pressures at which flashing starts to occur.

8 The flash fraction is the amount of CO2 that has flashed, i.e. the gaseous mass
raction directly after flashing has occurred.

9 Kruse and Tekiela [7] assumes that adiabatic expansion occurs which leads to a
rop of the temperature down to up to the triple point (−56.4 ◦C). This is however
ot possible under atmospheric conditions.
10 Isenthalpic expansion assumes that the enthalpy is equal before and after expan-
ion of the system. No heat is exchanged and no work is extracted from or done on
he system. In [5] it is assumed that isenthalpic expansion occurs and it is calculated
hat after expansion 74% of the released CO2 is in the vapour phase and 26% in the
olid, with initial conditions of 15 MPa and 35 ◦C.
11 Isentropic expansion is the adiabatic and thermodynamically reversible expan-
ion of the CO2. This means that the expanding CO2 does positive work on its
urroundings, i.e. the atmosphere. Heijne and Kaman [13] assumes isentropic expan-
ion to occur resulting in 68% gaseous CO2 and 32% dry ice after expansion from
nitial conditions of 31.5 MPa and 105 ◦C. Assuming isentropic expansion will lead to
lower vapour mass fraction in the flashed release compared to isenthalpic expan-

ion as less available heat in the compressed CO2 is used for evaporation (due to the
rop in enthalpy) [34].
agram for carbon dioxide.

determined by the composition of the vapour–aerosol mixture and
will not be affected by changing the diameter in the model.

The characteristics mentioned above (temperature, diameter
of the jet and vapour mass fraction) of the expanded release are
important inputs for the dispersion model. They are determined
in this study with the spray-release model based on representa-
tive outcomes (release rate, pressure, temperature and vapour mass
fraction at pipeline exit) of the pipeline release model. The model
has not, however, been developed and validated for a multi-phase
jet containing solid particles. It has therefore been adjusted to cope
with this problem provisionally by assuming that the solid phase
is a ‘liquid’ phase with different properties, i.e. the liquid phase is
extended and now includes solid phase properties below the triple
point. These data on properties are derived from [28,29]. Further,
the model includes description of flashing and aerosol formation
and evaporation or fallout. Factors that determine whether fallout
occurs are the exit velocity of the jet, the size of the aerosols and
evaporation rate.

2.3.3. Type and direction of release
The direction and momentum of the released CO2 has an impor-

tant impact on the dispersion and consequently on the calculation
of risks. This has been shown by Molag and Raben [12,45]. In this
study the researchers selected a vertical jet release with momen-
tum as the most likely scenario resulting in a lower figure for the
risk. In other risk assessment studies, direction and momentum are
often not mentioned (see for instance [4,11]). In [7], the release is
handled as an instantaneous puff. In [5], all releases are modelled
as horizontal jets as this is considered to be the worst case scenario
for dense gases. In [8], both horizontal and vertical releases were
modelled. They are also considered as a low momentum release
in the case of a horizontal jet as this would collide with the soil
and, in so doing, lose momentum. Cameron-Cole [10] modelled
both horizontal and vertical releases, and found that the horizon-
tal release led to higher concentrations at ground level. Vendrig
et al. [9] assumed a loss of momentum during release (due to the
impact on surrounding soil), and a liquid release resulting in the
formation of a pool that subsequently evaporates contributing to a

vapour cloud. The formation of a liquid pool of CO2 is however not
possible at atmospheric pressure (see Fig. 2). The formation of a dry
ice bank as a result of fallout is, however, possible. For a scenario
with fallout, Bricard and Friedel [38] envisage lower concentrations
further downwind from the source with the trade-off of higher con-
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ig. 3. Comparison of probit functions as defined by Molag and Raben (TNO) [12] and
f various levels and durations of exposure to CO2. Also other exposure thresholds

entrations near the source and an increase in the duration of the
elease.

In this study the type (jet, instantaneous, an evaporating accu-
ulation) and direction (horizontal and vertical) of the release is

aried in the dense gas dispersion model (see Table 4). The sub-
imating dry ice bank is based upon an evaporating pool model
ncluding thermodynamic properties of CO2 in the solid phase. In
hat variant it is assumed that 10%, respectively 20%, of the release
f the default scenario (see Table 3) is falling out and forming a
ry ice bank with a surface of 100 m2. The rate of sublimation is
ssumed to be equal to the amount added to the bank, which is
nown, from [46], likely to result in an over-estimation of gaseous

O2. Furthermore, it is only the contribution of the sublimation of
he dry ice bank to a CO2 cloud that is calculated here. The remaining
0% and 80% of the released CO2 is not taken into account. This will
esult in an underestimation of the CO2 concentration. In the sce-
ario describing an instantaneous release, it is assumed that 20% of

able 5
ets of failure scenarios (puncture and rupture) developed for synthesis and confrontatio

Set Parameter

Section length
(km)

Hole sizea

(mm)
Vapour mass
fractionb (%)

Jet diameterc

(m)

S1 20 406 70 0.63
S2 20 406 70 0.63
S3 20 406 70 0.63
S4 20 406 70 0.63
S5 20 406 70 0.63
S6 20 406 100 0.63
S7 20 406 10 0.63
S8 20 914 72 2
S9 20 406 70 0.5
S10 20 406 70 2
S11 20 406 70 0.63
S12 20 406 70 0.63
S13 20 406 70 0.63
S14 50 406 70 0.63

ote that assumptions deviating from the default scenario are highlighted italic. The rele
nly exception being the failure rate (S2 and S5). Note that for all sets an equal distributi
on varied assumptions are: pipeline roughness: 0.045 mm; wind speed (at 10 m height)

elease and receptor: 1 m; ambient relative humidity: 83%; wind direction is equal to dire
rops; scattered large objects, upwind distance < 15 m, height of obstacles < 20 m); discha

a For all puncture scenarios a hole size of 20 mm is assumed.
b For all puncture scenarios a vapour mass fraction of 21% is assumed.
c For all puncture scenarios a jet diameter of 21 cm is assumed.
d For all puncture scenarios a vertical release is assumed.
nse [11] showing the percentage of mortality in human population as a consequence
sented by Hepple [57] are shown for comparison.

the total mass released in the default scenario is released instantly
as a puff of CO2.

2.3.4. Meteorological conditions
According to literature, meteorological conditions have an

important influence on the risk of a release of CO2. Vendrig et al.
[9] mention the F2 (Pasquill stability class: F, wind speed: 2 m/s)
conditions as the most problematic as these stable atmospheric
conditions hinder dispersion and result in increased CO2 concen-
trations further downwind. A similar conclusion is drawn by other
authors [6,8]. Another study suggests that for vertical release the D
stability class is worse than the F stability class due to “the complex

interaction of stability class and elevated plumes” [10]. They used
the F1 conditions as worst case scenarios for the horizontal cases
to mimic minimal dispersion, which would result in the highest
maximum concentrations. TetraTech [5] mentions the D5 and F2
classes as worst cases for horizontal releases as the CO2 concentra-

n with scenarios presented in other studies [8,9,11,12].

Type of released Failure rate
(incidents km−1 year−1)

Probit function

Instantaneous 6.1 × 10−4 TNO-probit
Instantaneous 0.7 × 10−4 TNO-probit
Horizontal 6.1 × 10−4 TNO-probit
Instantaneous 6.1 × 10−4 Lievense-probit
Instantaneous 1.55 × 10−4 TNO-probit
Horizontal 6.1 × 10−4 TNO-probit
Horizontal 6.1 × 10−4 TNO-probit
Horizontal 6.1 × 10−4 TNO-probit
Horizontal 6.1 × 10−4 TNO-probit
Horizontal 6.1 × 10−4 TNO-probit
Vertical 6.1 × 10−4 TNO-probit
Sublimating bank 10% 6.1 × 10−4 TNO-probit
Sublimating bank 20% 6.1 × 10−4 TNO-probit
Horizontal 6.1 × 10−4 TNO-probit

ase conditions in the puncture scenario are assumed to be the same for all sets, the
on among the following weather classes is assumed: B3, D1.5, D5, D9, E5 and F1.5.
: 2 m/s; ambient temperature: 9 ◦C; concentration averaging time: 600 s; height of
ction of release; roughness length description (roughness of terrain): 0.25 m (high
rge coefficient full rupture: 1; discharge coefficient puncture: 0.62.
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a section presenting the effects on the release followed by a sec-
tion discussing the effects on dispersion. In Section 3.3 the results
of the synthesis step are presented. The results are finalized with
presenting risk-mitigation options for CO2 pipelines.

Fig. 4. Variance in maximum flow rate at pipeline exit with varying diameter, pres-
sure, temperature, section length and hole size.
J. Koornneef et al. / Journal of H

ions remain elevated at distances further away from the source.
esults of the study by Vendrig et al. [9] indicate F2 as being more
etrimental as compared to D5. However, they assumed a type of
elease (evaporating pool) that is significantly different from the
ther studies.

Mazzoldi et al. [47] considered the D5 and F2 weather classes for
n approximately horizontal release in their study. They calculated
he maximum downwind distances to the concentration limits
15,000 and 100,000 ppm) while varying weather class and release
elocity (0 m/s vs. 49 m/s). The results show that the F2 weather
lass is the worst case situation for the release without velocity
nd the D5 is the worst case for the release with velocity. Overall,
he maximum distance from the pipeline to the 100,000 ppm con-
our (i.e. 1290 m) is found for the release without velocity under F2
eather conditions.

To estimate the impact of meteorological conditions on the dis-
ersion in this study, six variants are composed by varying wind
peed and atmospheric stability classes (see Table 4).

.3.5. Effect on human health
After determining the release and dispersion of the CO2 it

s necessary to estimate the expected impact of elevated CO2
oncentrations on human health. To determine health effects
ot only the CO2 concentration is important but also the dura-
ion of the exposure. CO2 can cause serious adverse health
ffects at certain concentration levels and duration of exposure.
ethal asphyxiation is, for instance, reported from 110,000 ppm
nd loss of consciousness at 100,000 ppm (for 3–5 min) and
00,000 ppm (for less than 1 min). Halpern et al. [48] mentions
17% vol. (170,000 ppm) as the concentration that may cause lethal
oisoning.

CO2 displaces oxygen resulting in asphyxiation. However, also
nder normal oxygen concentrations high CO2 concentrations are
armful. CO2 is thus not only an asphyxiant but also directly
oxic at high concentrations [49]. An increased level of CO2 low-
rs blood pH and changes the composition of chemicals in the
lood.

The effects on human health of exposure to certain concentra-
ions of CO2 are well documented and comprehensive reviews have
een written, see e.g. [50–54]. However, these reviews indicate
ome knowledge gaps in CO2, which are:

Acute and chronic exposure to the more vulnerable and sensi-
tive populations still has to be evaluated as current knowledge is
based on tests with healthy subjects [52,55].
Threshold concentrations shown by most literature studies are
relatively old. Results from more recent studies, showing lower
acceptable concentrations, still need to be validated [50].

urthermore, Turner et al. [8] as well as Hundseid and Ingebrigtsen
56] highlight the absence of the publication of the probit func-
ion in international literature. Up to now pipeline risk assessments
ave shown a divergence in threshold values of several orders of
agnitude for the exposure to CO2 assumed to cause an effect (see
ppendix A). This variance indicates that there is no single inter-
ational standard for the application of an exposure threshold for
O2.

Two different probit functions for CO2 have been proposed and
sed for CO2 in QRAs in the Netherlands. In Fig. 3 the main differ-
nce between the two proposed probit functions in relation with
xposure thresholds mentioned in literature is presented. The pro-

it function proposed by Lievense [11] shows the probability of
ortality to be higher for longer during exposure compared to the

robit function proposed by TNO in [12]. Due to the shape of the
robit function of TNO, mortality rates are higher for higher concen-
rations. The probit function of Lievense is thus more dependent on
us Materials 177 (2010) 12–27 19

the duration of exposure while the function of TNO is more depen-
dent on the concentration. Both probit functions are, however, not
based on extensive experimental work and are therefore not for-
mally adopted. The publication of a new probit function for CO2
based on experimental work with rats for the use in QRAs in the
Netherlands is expected to be available in 2009.

The effect of applying either of the two proposed probit func-
tions is assessed and presented in Section 3.3.6.

2.3.6. Synthesis
The end result of the QRA is (in this study) the maximum dis-

tance to the individual risk contour. In this section the synthesis
step is described. This step is performed to analyze the effect of
multiple parameters on the end result of the full QRA. In total
14 sets of failure scenarios have been developed. Each set con-
sists of two failure scenarios: one for a full rupture and one for
a puncture. Every set can be compared to at least one other set
where one parameter is different, ceteris paribus (see Table 5).
The values for the parameters in these scenarios have been chosen
to represent the ranges presented in Tables 2–4 and those found
in literature. The results are expected to resemble a range that
reflects optimistic and conservative approaches. The results of the
synthesis step will be discussed by comparing sets of failure sce-
narios that have been formulated in this study (indicated by an ‘S’
in Table 5).

3. Results

In this section the results of varying the parameters, or vari-
ants, as presented in Tables 3 and 4 are discussed subdivided into
Fig. 5. Variance in representative flow rate at pipeline exit with varying diameter,
pressure, temperature, section length and hole size.
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.1. Release

In Figs. 4 and 5 the effect of varying the parameters diameter,
ressure, temperature, section length and hole size on the maxi-
um and representative exit flow rate is shown. Note that variants

re presented in Table 3 and that for every variant holds that all
arameter values are at their default value except for the parameter
eing varied. All variants are modelled with the use of the Morrow
odel (two-sided outflow) except variants 1–4 of the parameter

hole size’ and variant 1 of the parameter ‘pressure’. These are
erived with the TPDIS model and the model for non-stationary
as release through a long pipeline, respectively.

The results in Figs. 4 and 5 show that the parameters with largest
nfluence on the maximum and representative flow rate are the
iameter of the pipeline and the size of the orifice, while tem-
erature has the smallest influence. This is further discussed per
arameter.

.1.1. Initial pressure
In the case of a rupture the conditions in the pipeline change

ignificantly over time. The outflow is, at first, about equal to the
aximum outflow but as pressure and temperature decrease, the

utflow diminishes over time. When increasing the initial pres-
ure the outflow is initially higher but diminishes steeply with
ime. When initial pressures are above the saturation pressure, it
eems that flow rates stabilize at 2 tonnes/s for all cases studied
pproximately 300 until 600 s after rupture.

.1.2. Initial temperature
Varying initial temperature has relatively little influence on the

aximum and representative flow rate, as shown in Figs. 4 and 5.
he maximum mass flow rate is, respectively, 4.3 tonnes/s and
.2 tonnes/s for the 9 ◦C and 25 ◦C variant. The main difference
etween the variants is that the level at which the flow rate remains

s almost constant after a certain amount of time. This level is lower
or the variants with higher initial temperatures. Further, stabiliza-
ion of the flow rate occurs later.

.1.3. Pipeline diameter
The sensitivity of the results to the diameter of the pipeline

s large, as varying the diameter results in a change in the maxi-
um and representative flow rate of over one order of magnitude.
lso, when increasing the diameter of the ruptured pipeline choked
ow12 conditions are sustained for a longer time period (approxi-
ately 200 s for 914 mm, versus 14 s for 102 mm). Thus higher exit

ressures are expected together with higher flow rates for longer
ime periods. On the other hand, the duration of a release increases
ith a decrease of the diameter.

.1.4. Hole size
Figs. 4 and 5 clearly show that increasing the hole size in the

ase of a puncture will increase the maximum and representa-
ive flow rate with several orders of magnitude. As the release
rom a hole is expected to stay almost constant over time, the

aximum flow rate and representative flow rate do not differ by
uch.
.1.5. Distance between block valves
The distance at which block valves divide the pipeline in a num-

er of sections has no influence on the maximum flow rate. It does

12 Choked flow directly relates to the speed of sound in the gas and is the maxi-
um velocity of the exiting CO2 if the pressure in the pipeline exceeds a substance

ependent pressure criterion, i.e. for CO2 this criterion is 1.9 times atmospheric
ressure.
us Materials 177 (2010) 12–27

however have an influence on the duration of the release, on the
total amount of CO2 that is released and on the representative
release rate. The representative release rate is significantly higher
as the section lengths decrease. This can clearly be seen by compar-
ing Figs. 4 and 5. However, this is due to the methodology4 adopted
to determine the representative release rate and is not a physical
effect. That is, the second 20% of the total mass is released at higher
rates when shortening distances between block valves. This results
in a higher representative release rate.

3.1.6. Vapour mass fraction at orifice exit
The influence of systematically varying initial pressure and tem-

perature on the flash fraction at the orifice exit has resulted in
the following findings. For pressures above the critical pressure,
varying the pressure has no influence on the initial (24%) and max-
imum flashed (44%) fraction. It has an effect on how the flashed
fraction evolves over time. In general, the higher the initial pres-
sure the sooner the maximum vapour mass fraction in the release
is reached. The flash fraction drops after reaching the maximum
and settles at 29% for all variants. For pressures below the critical
pressure the CO2 is in the gaseous phase during transport and as a
consequence no flashing occurs. The vapour mass fraction is thus
100%.

The initial and maximum vapour mass fraction increase with
an increase in the initial temperature to respectively 34% and
60% for the highest temperature variant (25 ◦C). Furthermore, the
higher the temperature the longer it takes before the maximum
vapour mass fraction is reached. The vapour mass fraction drops
after reaching the maximum and is between 29% and 57% for
respectively variant 1 and 5 at the orifice exit at the end of the
release.

Increasing the diameter of the pipeline will result in a delay for
the maximum vapour mass fraction in the release to be reached.
Changes in the section length have very little effect on the evolve-
ment of the vapour fraction.

3.1.7. Flash fraction after full expansion
In general, increasing the initial temperature in the pipeline

leads to higher vapour fractions at the pipeline orifice. After full
expansion of the CO2 release to atmospheric pressure the temper-
ature of the jet drops to the sublimation temperature for all cases.
The vapour fraction after expansion increases with initial vapour
fraction and varies between 70% and 79% for the 9 ◦C and 25 ◦C
variants, respectively. This agrees with the fractions suggested in
[5]. The diameter of the expanded jet increases with the vapour
mass fraction and varies between 0.6 and 0.8 m for respectively
variant 1 and 5. No fallout of solid CO2 is expected to occur for all
variants.

Increasing initial operating pressures when above the satura-
tion pressure does not have a large influence on the initial vapour
mass fraction and consequently on the flashed fraction after full
expansion (70% for all cases). Consequently, the pressure also has
no or very small influence on the diameter of the jet. This is found
to be 0.7 m for all variants except variant 1. In this variant the initial
pipeline pressure is below the saturation pressure, i.e. no flashing
occurs and the spray-release model could not be applied. Also when
varying the operating pressure no fallout of solid CO2 is expected
for all cases.

For the puncture scenarios the calculations show somewhat dif-
ferent results. In the TPDIS model it is assumed that the initial

release is a pure liquid release, i.e. a vapour mass fraction of 0%
[20]. The linked spray-release model calculates the vapour mass
fraction in the expanded jet to be about equal for the puncture
cases between 21% and 22%. No fallout is expected to occur in the
puncture cases.
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ig. 6. Effect of changing vapour mass fraction in the release and jet diameter on the
aximum concentration calculated with the dense gas dispersion model assuming
horizontal jet.

.2. Dispersion

.2.1. Vapour mass fraction
In our study the vapour mass fraction has been varied between

0% and 100%, assuming no fallout of solid CO2 (see Table 4). Note
hat variants are presented in Table 4 and that for every variant
olds that all parameter values are at their default value except for
he parameter being varied. The results in Fig. 6 show that a lower
apour mass fraction in the release will lead to higher maximum
oncentration in the vicinity of the source. The figure does not show
he distance to this maximum concentration. This distance ranges
etween 71 and 93 m downwind from the source for the 10% case
nd 100% case, respectively. Furthermore, the vapour mass fraction
s expected to influence the shape of the released CO2 cloud. In
eneral, the lower the vapour fraction the wider the CO2 cloud and
he further the cloud is propagated into a downwind direction. This
olds at least for the assessment height of 1 m assumed in our study.
his can be explained by the effect of gravity as the density of the
loud increases with increasing solid mass fraction.

.2.2. Diameter of expanded jet
The diameter of the expanded jet is mainly dependent on the

rea of the orifice, the density and velocity of the CO2, before and
fter flashing. Changes in the diameter of the expanded jet will
ead to comparable results as when varying the vapour mass frac-
ion. Namely, increasing the jet diameter or decreasing the velocity
fter flashing will result in a higher maximum CO2 concentration
see Fig. 6). Furthermore, wider CO2 clouds are expected with the
aximum concentrations to be found closer to the source.

.2.3. Type and direction of the release
The results in Table 6 indicate that the variants assuming a

ublimating dry ice bank and instantaneous release result in the

able 6
esults of dispersion calculations varying type and direction of release.

Parameter Jet release

Horizontal Vert

Flow rate (kg/s) 1943 1943
Flow duration (s) 1156 1156
Total mass released (kg) 2.25 × 106 2.25
Maximum concentration (Yd = 0, Zd = 1) (% vol.) 5 7

At distance downwind (m) 105 151
Maximum distance to 2.7% vol. (50,000 mg/m3)a (m) 194 512
Maximum distance to 5.5% vol. (100,000 mg/m3)b (m) – 227

a This is the alerting exposure limit: irreversible effects may occur when exposure dura
b This is the life threatening exposure limit: fatality or life threatening injuries may occ
us Materials 177 (2010) 12–27 21

highest concentration near the source, as in both cases the release
occurs without momentum. The opposite is seen for variants with
a vertical or horizontal release, where the highest concentration
at receptor level is anticipated relatively further away from the
source. Another result of the dispersing CO2 from the sublimat-
ing dry ice banks is that elevated CO2 concentrations (up to 6% vol.)
are also expected up to approximately 100 m upwind.

The maximum distance to the lower threshold is the highest
for the instantaneous release while in this variant only 20% of the
total mass of that in the jet variant is released. The same holds for
the sublimating bank variant that also releases 20% of the default
variant. This results in greater distances to the 2.7% vol. threshold
for this variant (573 m) than found for the jet releases (194–512 m).

For the vertical release a higher maximum concentration is
calculated compared to the horizontal release. This maximum is
reached further away from the source compared to the other types
and direction of releases. In contrast to the other variants, the
instantaneous variant starts with a constant high concentration
and then follows an exponential decrease. For this variant, higher
concentrations compared to the other variants are estimated up to
approximately 0.8 km downwind from the source.

It should be noted that the dispersion model shows imperfect
results for the instantaneous release variant as it calculates a vol-
ume percentage of CO2 higher than 100%. This is probably the result
of a technical or model structure error used to convert units of con-
centration, i.e. from kg/m3 to ppm. A refinement of the model is in
this respect needed.

3.2.4. Meteorological conditions
Fig. 7 shows that, under F2 conditions, elevated CO2 concen-

trations as a result of a horizontal release can be expected further
downwind compared to the other weather classes. However, con-
centrations near the source show to be the highest under D9 (31%
vol.) and B5 (12% vol.) conditions for the horizontal release. For
the vertical release the results show that significantly elevated
concentrations are only expected under stable and neutral atmo-
spheric conditions (classes F2 and D2). Under F2 conditions the
concentrations are the highest with a maximum of 7% vol. at a
distance of 151 m from the pipeline. For the vertical release, only
the F2 variant results in a concentration higher than the 2.7% vol.
threshold.

When comparing the types of releases the results show that
for all weather classes the horizontal release results in higher con-
centrations except under F2 conditions. With respect to all the
assumptions made in this study the results indicate that the more
unstable weather classes result in maximum CO2 concentrations
nearer to the source compared to the more stable classes. Under

stable weather classes, elevated concentrations can be expected
further away from the source.

When comparing the results for the vertical with the horizontal
jet release, the difference in calculated concentration as a function
of distance is apparent (see Fig. 7). This clearly indicates that the

Instantaneous release Sublimating bank

ical 10% fallout 20% fallout

– 194 389
– 1156 1156

× 106 4.5 × 105 2.25 × 105 4.5 × 105

104 6 6
0–67 36 21
800 385 573
524 125 161

tion is longer than 1 h [58].
ur when exposure duration is longer than 1 h [58].
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esult of the QRA is not only dependent on the type of release but
lso on the weather class.
.3. Synthesis

Results of the 14 sets of scenarios presented in Table 5 are
resented in Table 7 and are compared to results of previously
ublished QRAs for CO2 pipelines (indicated by ‘Ext.’).

able 7
esults of the sets of failure scenarios formulated in this study (see Table 5) and in previo

Maximum distance to risk contour in m

1 × 10−4 a 1 × 10−5 a

Set of failure scenarios in this study
S1 – 154
S2 – –
S3 – –
S4 – –
S5 – 131
S6 – –
S7 – –
S8 – –
S9 – –
S10 – –
S11 – –
S12 – –
S13 – –
S14 – –

Existing studies
Ext. 1b – 40
Ext. 2c – 70
Ext. 3d – 70
Ext. 4e – 170
Ext. 5f – –
Ext. 6g –
Ext. 7h – –
Ext. 8i 98 1733
Ext. 9j 160 1866

Existing regulations
High-pressure natural gas pipelinesk – –

a Risk contours (probability of fatality per year).
b Onshore pipeline, 30 in. (0.76 m) diameter, 25 ◦C, 100 bar, 15,000 ppm endpoint [9].
c Onshore pipeline, 30 in. (0.76 m) diameter, 25 ◦C, 100 bar, 2000 ppm endpoint [9].
d Offshore pipeline, 40 in. (1.02 m) diameter, 25 ◦C, 200 bar, 15,000 ppm endpoint [9].
e Offshore pipeline, 40 in. (1.02 m) diameter, 25 ◦C, 200 bar, 2000 ppm endpoint [9].
f The values shown are the maximum values reported based on: NEN 3650 failure rate
g Pipeline pressure of 16.5 bar, 26 in. (0.66 m) diameter, NEN 3650 failure rates and a pr
h Pipeline pressure of 40 bar, 26 in. (0.66 m) diameter, NEN 3650 failure rates and a pro
i Pipeline diameter of 42 in. (1.07 m), EGIG failure rates, horizontal release, 70,000 ppm
j Pipeline diameter of 24 in. (0.61 m), EGIG failure rates, horizontal release, 70,000 ppm
k Regulated distances for natural gas pipelines in Netherlands for pipelines with a pres
,000 mg/m3 and 100,000 mg/m3, respectively 2.7 and 5.5% vol.) concentrations for
5 v’ are not in line with the other results and are likely the result of a model error.

3.3.1. Probability of failure
The results show that none of the puncture scenarios yielded a

contribution to the risk of the set of scenarios presented in Table 7.

The contribution of punctures, which are expected to be more
probable than full ruptures, to the risk of CO2 pipelines is thus
expected to be limited. The effect of varying failure rates and its
distribution between puncture and full rupture on the final result
of the QRA can be seen in Table 7 by comparing S1, S2 and S5.

us risk assessments (indicated by ‘Ext’ followed by a number).

eters

1 × 10−6 a 1 × 10−7 a 1 × 10−8 a 1 × 10−9 a

204 235 240 244
126 190 228 241

– – – –
– 91 114 118

193 229 240 243
– – – –
– 116 153 179
– – – –
– – – –
5 97 140 168
– – – –

23 50 65 75
53 86 110 125

– – 18 28

1200 – – –
2700 – – –
1490 – – –
3400 – – –

3.5 11.5 22.5
21 – –
90 – – –

1903 2070 – –
2441 3000 – –

60 – 180 –

s and a probit function by Lievense [11].
obit function by TNO [12].
bit function by TNO [12].
endpoint [8].
endpoint [8].

sure of 80–110 bar and a diameter of 48 in. (1.22 m) [59].
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or the S2 (set with the lowest failure rates) the 1 × 10−6 indi-
idual risk contour lies at a maximum distance of 126 m from the
ipeline contrary to the 204 m found for S1 with the highest fail-
re rates. Furthermore, the 1 × 10−6 risk contour for S1, S2 and S5
tretches out further away from the CO2 pipeline than is being cur-
ently regulated in the Netherlands [59] for high-pressure natural
as pipelines, i.e. 60 m. It should be mentioned that such safety
istances have not yet been defined for CO2 pipelines in the Nether-

ands.

.3.2. Type and direction of the release
The effect of varying the type of release on the risk profile can

e seen in Table 7 by comparing S1, S3 and S11, respectively the
nstantaneous, horizontal and vertical release. The 1 × 10−8 risk
ontour lies at 240 m for S1 and is not present for S3 and S11. In
he rupture scenarios of S12 and S13 it is assumed that a part of
he release of the rupture scenario of S3 is expected to fall out.
he results show that a 10% fallout results in a 1 × 10−8 risk con-
our at 65 m from the pipeline. For the 20% variant this distance is
10 m and the 1 × 10−6 risk contour lies then at 53 m. When com-
ared to S3 it is prominent that the dry ice banks, which result in
release rate significantly smaller than for S3, result in a higher

isk. An explanation is that for the sublimating dry ice banks, as
ell as for the instantaneous type of release, maximum concen-

rations are reached close to the source. In our study both types
f release are assumed to be without momentum, i.e. wind speed
s the main driver of dispersion which could explain the result.
he opposite is seen for the releases with momentum where max-
mum concentrations are anticipated relatively further away from
he source (i.e. further than 100 m). Altogether this indicates that
arying the type of release has significant impact on the risk profile
f the CO2 pipeline. Since valid arguments can be made for each
ype of release, this aspect should be carefully dealt with in future
RAs.

.3.3. Pipeline diameter
Comparing S3 and S8 presents the effect of the pipeline dia-

eter on the risk profile. For both sets the 1 × 10−9 risk contour
ies directly on top of the pipeline, indicating a distance of 0 m. A
igher risk for S8 would be expected as this set includes a rupture
cenario in which a larger quantity of CO2 is released. However, the
ethodology applied in this study to use the representative flow

ate (see Section 3.1) weakens the effect of varying the initial diam-
ter of the pipeline. No conclusion can however be drawn based on
ur results.

.3.4. Diameter of expanded jet
Increasing the diameter of the expanded jet (and with it decreas-

ng the velocity) will result in higher CO2 concentrations nearer to
he source and a wider CO2 cloud. The results show that the rupture
cenario in S3 with a jet diameter of 0.63 m yields no 1 × 10−8 risk
ontour versus a distance of 140 m found to that in S10 with a jet
iameter of 2 m. The risk of S9 (diameter of 0.5 m) is also too low
o be shown in Table 7.

.3.5. Vapour mass fraction
The effect of varying the vapour fraction on the final risk profile

s large, as can be seen by comparing S3, S6 and S7. The great-
st distance – 153 m for the 1 × 10−8 risk contour – is found for

he S7 with the lowest vapour fraction in the release (10%). The
isks calculated for S3 and S6 with vapour fractions of respec-
ively 70% and 100% are too low to be shown. This indicates that
here is a significant difference in risks as an effect of the vapour
raction.
us Materials 177 (2010) 12–27 23

3.3.6. Dose–effect relationship
Set S1 with a probit function suggested by TNO and S4 with

a probit function suggested by Lievense [11] show a difference in
the risk profile (see Table 7). S4 has no 1 × 10−6 risk contour. This
compared to the 204 m distance for S1 indicates a higher risk for
S1. Furthermore, the 1 × 10−8 risk contour lies 126 m further away
for S1 (151 m) compared to S4 (240 m).

The effect of assuming a threshold for CO2 concentrations
instead of a probit function can also be significant, see also Section
2.3.5. This can be seen by reviewing the results of previous QRAs. In
current literature a wide range (2000–100,000 ppm) of thresholds,
including non-lethal, are used to construct the risk profiles. Using
the lower end of these thresholds can result in the most extreme
case in a 1 × 10−6 risk contour at 3.4 km from the CO2 pipeline (Ext.
4 in Table 7).

In general, scenarios which include concentration thresholds
(with or without a specification of the duration of the exposure)
instead of probit functions result in a higher risk. Although other
factors cannot be ruled out, this is expected to be primarily the
result of using conservative concentration thresholds for which an
adverse impact is assumed on human health. This can be clearly
seen by comparing Ext. 1–4. The scenarios with the 2000 ppm
thresholds (Ext. 2 and Ext. 4) have their 1 × 10−6 risk contour over
a factor of two further away compared to the scenarios with the
15,000 ppm threshold (Ext. 1 and Ext. 3).

3.3.7. Decrease distance between block valves
Decreasing the distance between block valves should have a

positive effect on the risk profile as it decreases the duration
of the release and total amount of released CO2, and conse-
quently duration and level of exposure. The results show for
S14 (50 km between valves) that the 1 × 10−8 risk contour is at
a distance of 18 m whereas for S3 (20 km between valves) this
distance is zero. Thus, according to our study, installing block
valves at shorter distances does indeed has a risk-mitigating
effect.

Hooper et al. [6] however suggest that installing block valves
would have limited risk-mitigating effects as isolation would not
occur in time to limit the initial flow rates that have the most
adverse impact on the CO2 concentration. A block valve may also be
a potential component of failure and will add to cost when installed
at shorter distances. Moreover, higher quality pipeline materials
may be required near the block valves [17].

3.4. Risk-mitigation measures

Risk-mitigation measures are typically aimed at: (1) reducing
the exposure to a failure mechanism; (2) increasing the resistance
to a failure mechanism; (3) mitigating the effect of a failure, and
(4) limiting the impact of a failure on the environment. The first
two are focussed on reducing the probability of failure and the
latter two on mitigation or remediation of the consequences of a
failure. The mitigation of risk is possible by implementing avail-
able technical, administrative and socio-psychological measures
that may address any of these goals. In Table 8 a non-exhaustive
list is presented of risk-mitigation measures appearing in litera-
ture.

The results of our study suggest that risk-mitigation should be
focused on reducing the probability of large releases and on reduc-
ing the impact of these releases as they have the most adverse
consequences in the case of failure.
These measures presented in this overview will have economic
consequences that have to be evaluated. The necessity of applying
extensive mitigation measures will depend on specific situations
(e.g. high population density, large diameter pipeline) and should
also be evaluated as such. Therefore, clearly an optimum has to be
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Table 8
Selection of available mitigation measures for CO2 pipelines based mainly on [12,32,60–62].

Risk-mitigation measure Quantitative or qualitative description of risk reduction factor
compared to pipeline without the measure

Increase soil coveragea ∼1 m extra soil coverage yields factor 10 reduction in failure rate
caused by third party interference.

Coverage with protective material and physical barriers
Warning tapes above pipeline Factor 1.67 reduction in failure rate.
Concrete barrier above pipeline Factor 5 reduction in failure rate.
Warning tapes and concrete barrier combined Factor 30 reduction in failure rate.
Fencing Third party interference hardly possible.
Dike above pipeline (>1 m height) Factor 10 reduction in failure rate.
Barrier at ground level (sheet piling, concrete fence stake marking) Factor 8 reduction in failure rate.

Management agreements in which:
Level 1: Far reaching limitations to use of the area are in effect; Factor 100 reduction in failure rate.
Level 2: Soil disrupting activities are not allowed; Factor 10 reduction in failure rate.
Level 3: Moderate limitations of use of the area are in effect (e.g. soil
disruption is allowed to a certain depth)

Factor 1.6 reduction in failure rate.

Increase pipeline wall thickness Reduce possibility of third party damage; increase resistance to
corrosion.

Corrosion protection Reduce failure rate caused by corrosion.
Coating (inner and outer); cathodic protection; pipeline material
selection; inhibitor injection; cleaning (e.g. sweeping of liquid
accumulations); CO2 purity requirements

Increase survey interval Early detection of CO2 release.
Install block valves Reduce duration of CO2 release and total amount of CO2 released, see

Section 3.3.7.

Route selection Reduction of the possibility for human exposure to increase CO2

concentrations.Avoid terrain with topographical depressions
Avoid densely populated areas

Addition of tracers to CO2 (odour and/or colour) Early detection of CO2 release.
Educating Reduce the impact by educating surrounding communities on specific

properties of CO2, its release and possible remediation actions
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a Approximated by y = 1.01e2.39x where x is the extra soil coverage (m) and y is th

ound between risk (decreasing failure rate, shorter duration and
ess mass released) and economy [23] also taking into account the
isk perception issues [63].

. Discussion

Overall, the results show that the most conservative distance of
he 1 × 10−6 risk contour to the CO2 pipeline in our study is calcu-
ated to be at 204 m. This distance is in the same order of magnitude
s the currently regulated distances for high-pressure natural gas
ipelines. For comparison, a liquefied petrol gas filling station with
throughput of 1000 m3 per year is set in Dutch regulations to have
1 × 10−6 contour of up to 120 m. For refrigerating installations or
eat pumps containing between 8 and 10 tonnes of ammonia this
ontour is set at a maximum of 110 m [64]. The conservative dis-
ance for CO2 pipelines calculated in this study is thus in the same
rder of magnitude as the legally set distances for installations con-
aining hazardous materials or transport infrastructure for natural
as.

Whether the risks of CO2 pipelines are formally or legally
cceptable will strongly depend on local conditions like popula-
ion density and other risk-bearing activities. Whether the risks are
ocially acceptable will depend on public attitude. This is deter-
ined more by psychological factors than merely a quantified

epresentation of the risk presented in the form of a individual risk

ontour (see also [63]).

Quantifying the risks of CO2 pipelines accurately is at present
ifficult. The way to mitigate these risks is, however, part of existing
nowledge and existing risk-mitigation measures can be applied on
O2 pipelines.
following a failure of the pipeline.

ction factor [32].

Reviewing the results, the outcome of the QRA can be influenced
by regulating pipeline design and operation parameters by, for
example, assessing their failure rate, section length, pipeline diam-
eter, operating pressure and operating temperature. Remaining
parameters can be influenced by standardizing the QRA method-
ology which includes both methodological choices as the structure
and technical implementation of the QRA model.

For the most part, uncertainty in the outcome of a QRA for
CO2 pipelines stems from the methodological choices made in
the assessment. These are choices about dose–effect relationships
and type (direction and momentum) of release. In this study,
variation in these choices leads to a variance in the distance to
the 10−6 risk contour between 0 and 204 m and thus dominates
the outcome. Standardization of these choices would simplify
the comparison of QRAs. Also in practice the variance calculated
for the outcome of the QRA can mean the difference between
the formal acceptance and rejection of a CO2 pipeline design or
route.

Other methodological choices like the linkage of sub-models for
release and dispersion are embedded in the structure and technical
implementation of the applied QRA model. A comparison between
other QRA (sub) models versus the EFFECTS and RISKCURVES soft-
ware used in this study would yield insight into uncertainty that
stems from the model structure and technical implementation of
the model in computer software [65]. The structure and techni-
cal implementation of the model can be improved by performing

field tests for the validation of the QRA models for CO2 pipelines.
Improving scientific rigor would reduce the degrees of freedom
for the methodological choices to be made by the party per-
forming the QRA and with it reduce variance in the outcome of
QRAs.
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Other issues, knowledge gaps or uncertainties in the assessment
f risks of CO2 pipelines are:

Smaller pipelines are reported to show relatively higher failure
rates compared to pipelines with a large diameter [6]. No differ-
entiation is assumed in this study for different pipeline sizes; thus
a simplification is applied here.
The effect of a crater formation on the release of CO2 is only quali-
tatively described in this paper. It may affect the momentum and
angle of the CO2 release and as such the precipitation and disper-
sion of the CO2. However, it is not expected that applying a crater
model would result in exceeding the risks calculated in our study
for the most conservative scenario.
It is not discussed here whether a release of supercritical CO2
from a pipeline differs significantly from dense liquid release
[42]. In this study only the risks of CO2 pipelines operating below
supercritical conditions are studied.
The impact of impurities on the release is not studied here. Next to
engineering problems, impurities might also result in impacts on
human safety as some of these substances are highly toxic (pre-
dominantly H2S and CO). Turner et al. [8] considered the presence
of impurities in the CO2 stream in the risk assessment. The impu-
rities, including H2S (0.2%) and CO (0.7%), showed to have a small
effect on the risk profile that was dominated by the toxicity of CO2
whereas the result of another study showed a significantly higher
distance to the exposure threshold for H2S (up to 1180 m) than
for the CO2 content (up to 210 m) of the released material [14].
Another study also indicated a larger distance (nearly 6 times)
to the exposure threshold for H2S (50 ppm) compared to that
of CO2 (70,000 ppm) [5]. Impurities thus may dominate the risk
profile.
This brings forth additional uncertainties regarding the assess-
ment of the release and subsequent dispersion of the CO2 and the
impurities. It may also influence the final impact on human health
depending on the concentration and toxicity of the impurity.
In our study the effect of crosswinds on the dispersion of the
CO2 cloud is absent. Mazzoldi et al. [66] indicate that this will
influence the dispersion and thus exposure to CO2.
Clogging of holes due to dry ice and/or hydrates formation in the
pipeline may influence the release rate at the exit of the pipeline.
This is not accounted for in this study.
Rapid cooling of the CO2 may induce thermal stress in the
pipeline and in materials of adjacent installations and/or exposed
pipelines. Also the explosive expansion and possible formation of
projectiles may inflict damage to properties (adjacent pipelines)
and humans in the direct vicinity [67]. This is of particular inter-
est when CO2 pipelines are planned to join routes of, for instance,
natural gas pipelines or other pipelines transporting hazardous
substances. The failure of a CO2 pipeline may then induce fail-
ure of the adjacent pipeline(s). Estimating the potential domino
effect of a failing CO2 pipeline is therefore recommended. By
such a study minimum distances to be applied between parallel
pipelines can be determined.
Overpressure as a result of the sudden expansion may also cause
direct harm to humans, even fatality, in the direct circumference
of the pipeline [67]. Molag and Raben [12] report 100% fatality13

(0.3 bar overpressure) within 3 m for a pipeline transporting CO2
at 16.5 bar. Such effects have not been taken into account in our

study.

learly, these limitations mentioned above indicate that the uncer-
ainty surrounding the risk assessment of CO2 pipelines has not

13 They also report 2.5% lethality within 5 m.
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been mapped completely. An assessment of the impact of those
uncertainties, preferably quantitatively, on the result of a QRA is
therefore recommended.

5. Conclusion

In this study the review of existing QRAs has allowed the iden-
tification and discussion of knowledge gaps and uncertainties in
QRAs for CO2 pipelines. A systematic assessment of the impact of
a number of these gaps and uncertainties on the (intermediate)
results of a QRA for CO2 pipelines has been presented. The results
show that when performing a QRA that takes into account the prob-
ability of a failure, release and dispersion of CO2 and the impact on
health, knowledge gaps and uncertainties can have a large impact
on the accuracy of calculated risks of CO2 pipelines.

It is argued why it is not certain whether failure rates for natural
gas pipelines can be used for CO2 pipelines. Rates that have been
used in other QRAs and in this study are between 0.7 × 10−4 and
6.1 × 10−4 km−1 year−1. As a result the distance to the 1 × 10−6 risk
contour may vary between 126 and 204 m.

Modeling the release of CO2 from a failing pipeline also brings
forth uncertainties. Variance in the maximum release rate of a
pipeline failure, which ranges between 0.001 and 22 tonnes/s, is
mostly influenced by, in order of importance: the size of the ori-
fice, the diameter of the pipeline (in the case of a full bore rupture),
operating pressure, operating temperature and section length.

Furthermore, there is a lack of knowledge about the vapour and
dry ice fraction in the release. This parameter has a large influ-
ence on the dispersion and consequently on the risk profile of CO2
releases: a distance varying between 0 and 153 m between the
pipeline and 1 × 10−8 risk contour is calculated. A recommenda-
tion that follows is that release and dispersion field tests should
be set up to measure the vapour fraction and the impact of dry ice
formation on the dispersion of the release.

A methodological choice that affects the QRA’s outcome to a
large extent is the direction and momentum of release. Results for
the 1 × 10−6 risk contour vary between 0 and 204 m as a conse-
quence. Currently, there is no consensus on the type of release that
is characteristic for a CO2 release from a failing pipeline. The results
indicate that when varying the type of release, the calculated dis-
tances from the pipeline to the 1 × 10−6 risk contour may be larger
than currently regulated for high-pressure natural gas pipelines.

In addition, uncertainty is caused by the absence of a dose–effect
relationship as well as internationally standardized exposure
thresholds for CO2 for use in QRAs. This results in a large diver-
gence of results in QRAs for CO2 pipelines. In this study the risk
contour is found at a distance between 0 and 204 m when varying
the probit function. The results of earlier risk assessments varied
between <1 m and 7.2 km assuming different exposure thresholds.

Results also indicate that the risks of CO2 pipeline punctures
are expected to be significantly lower than that of ruptures. Miti-
gation of risks should be focused on reducing the probability and
consequences of large releases and less on reducing the probability
and consequences of small scale leaks. Options for mitigating these
risks are available but will add cost to the pipeline infrastructure.

Besides the knowledge gaps and uncertainties investigated in
this study, other uncertainties and knowledge gaps have been iden-
tified that deserve further attention. In this study priorities to
improve QRAs for CO2 pipelines on the short and medium term
have been formulated. First, validation of release and dispersion
models is necessary for high-pressure CO2 by performing experi-

ments and field tests. Such tests should include CO2 streams with
impurities to analyze the effects of release and dispersion. Second,
the definition and adoption of a universal dose–effect relationship
(preferably a probit function) for CO2 is desirable. In the mean
time, it is necessary to define uniform concentration and exposure
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hresholds for CO2 to be used in QRAs. Third, when there is a sig-
ificant uncertainty related to a methodological choice or value for
n input parameter in the QRA, the worst case outcome of that spe-
ific choice or input should be reported following the precautionary
rinciple. Finally, it is recommended to develop a good practice
uide for QRAs for CO2 pipelines.
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ppendix A. Exposure thresholds assumed in other QRAs
or CO2 pipelines

Source Exposure
threshold(s) (ppm)

Exposure as
function of
concentration and
time?

Comments

[9] 2000
15,000

No Thresholds are not
considered to be
lethality
thresholds.

[8] 70,000 (several
min)

It is unclear
whether duration
of exposure is
included in the
calculations

No explicit
duration
mentioned.
Threshold is
“conservatively
attributed to
causing fatality”.

[14] 40,000 – 30 min
(IDLH)a

100,000 – 1 min
(LClo)b

It is unclear
whether duration
of exposure is
included in the
calculations

Concentrations
thresholds are used
instead of exposure
thresholds.

[5] 20,000 – 8 h
40,000 – 8 h
30,000 – 15 min
40,000 – 15 min

It is unclear
whether duration
of exposure is
included in all the
calculations

For puncture and
rupture different
concentration
thresholds are
used.

[7] 50,000 – 1 min Yes Exposure threshold
explicitly
mentioned as
50.000 ppm for
60 s.

[4] 100,000 No Assumed to be fatal
concentration.

[11] 54,647
(100,000 mg/m3) –
60 min

Probit functionc:
Pr = −0.91 + 1 × ln(C2t)

This exposure is
assumed to result
in 1% lethality. This
exposure threshold
is used to derive
the probit function.

[12,45] Probit functionc:
Pr = 4.45 + 1 × ln(C5.2t)

Probit function is
based on the
average of the
following
assumptions: 4 h

exposure to 10%
vol. results in 1%
lethality; 5 min
exposure to 20%
vol. results in 99%
lethality.

[

[
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Source Exposure
threshold(s) (ppm)

Exposure as
function of
concentration and
time?

Comments

[10] 5000 (10 min)
TWAd

30,000 (STEL)e

It is unclear
whether duration
of exposure is
included in the
calculations

a Immediately dangerous to life or health.
b Lethal concentration lower limit.
c C in kg/m3; t in s.
d Time weighted averages.
e Short term exposure limit.
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